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ON SOME APPLICATIONS OF INTERPOLATION OPERATORS

GH. COMAN AND I. TODEA

Abstract. The goal of this paper is to give applications of interpolation

operators, with a special emphasis on optimal approximation of some linear

functionals and the construction of methods for the solution of equations

on R.

Let B be a linear space of real-valued functions defined on a domain Ω ⊂ Rn,

A ⊂ B and Λ = {λi| λi : B → R, i = 1, . . . , N}, a set of linear functionals. For f ∈ B,

is denoted by Λ(f) = {λi(f)| λi ∈ Λ, i = 1, . . . , N}, the informations on f suitable

to Λ.

An operator P : B → A, for which

λi(Pf) = λi(f), i = 1, . . . , N,

f ∈ B, is an interpolation operator that interpolates the set Λ, while

f = Pf + Rf

is the interpolation formula generated by P , with R the remainder operator.

The number r ∈ N for which Pf = f , for all f ∈ Pn
r and there exists

g ∈ Pn
r+1, such that Pg 6= g, where Pn

r is the set of all polynomial functions of the

total degree at most r, is the degree of exactness of the operator P .
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The purpose of this paper is to discuss applications of interpolation operators

to the approximation of some linear functionals, the construction of some homoge-

neous cubature formulas, the construction of numerical methods for solving of some

operatorial equations.

1. Optimal approximation in sense of Sard

One suppose here that Λ := ΛB = {λkj : Hm,2[a, b] → R, k = 1, . . . , n, j ∈

Ik}, with Ik ⊂ {0, 1, . . . , rk}, rk ∈ N, rk < m, is a set of Birkhoff-type functionals, i.e.

λkj(f) = f (j)(xk), xk ∈ [a, b], xk 6= xj for k 6= j. Let λ : Hm,2[a, b] → R, be a given

linear functional such that the elements of the set ΛB ∪{λ} to be linear independent.

One considers the approximation formula

λ(f) =
n∑

k=1

∑
j∈Ik

Akjf
(j)(xk) + RN (f), (1)

where N = |I1|+ . . . |In| − 1.

Definition 1. Formula (1), with prescribed points xk ∈ [a, b], k = 1, . . . , n,

for which:

i) RN (eν) = 0, ν = 0, 1, . . . ,m− 1

ii)
∫ b

a

K2
m(t)dt → minim,

where K is the corresponding Peano kernel:

K(t) := RN

(
(· − t)m−1

+

(m− 1)!

)

= λ

[
(· − t)m−1

+

(m− 1)!

]
−

n∑
k=1

∑
j∈Ik

Akj
(xk − t)m−j−1

+

(m− j − 1)!
,

is called optimal in sense of Sard.

In 1964, I. J. Schoenberg [10] has established a relationship between the

optimal approximation of linear operators, in particular, optimality in sense of Sard,

and spline interpolation problems.

So, let S : Hm,2[a, b] → S2m−1(ΛB) be a natural spline interpolation operator

of the order 2m− 1, suitable to ΛB .
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Remark 2. [3] If ΛB contains at least m functionals of Hermite-type then

S exists and is unique.

For f ∈ Hm,2[a, b], let

f = Sf + Rf

be the natural spline interpolation formula generated by S.

It follows [10], that

λ(f) = λ(Sf) + λ(Rf) (2)

is the formula of the form (1) that is optimal in sense of Sard.

For example, if

λ(f) =
∫ b

a

f(x)dx

then (2) becomes an optimal, in sense of Sard, quadrature formula.

As an application, let us find the quadrature formula of the form∫ 1

0

f(x)dx = A00f(0) + A10F

(
1
2

)
+ A21f

′
(

1
2

)
+ A30d(1) + R(f)

that is optimal in sense of Sard. Using, for example, the cubic spline interpolation

formula

f(x) = s00(x)f(0) + s10(x)f
(

1
2

)
+ s11(x)f ′

(
1
2

)
+ s20(x)f(1) + (Rf)(x)

where

s00(x) = 1− 3x + 4x3 − 4
(

x− 1
2

)3

+

− 6
(

x− 1
2

)2

+

s10(x) = 3x− 4x3 + 8
(

x− 1
2

)3

+

− 4(x− 1)3+

s11(x) = −1
2
x + 2x3 − 6

(
x− 1

2

)2

+

− 2(x− 1)3+

s20(x) = −4
(

x− 1
2

)3

+

+ 6
(

x− 1
2

)2

+

+ 4(x− 1)3+

and

(Rf)(x) =
∫ 1

0

ϕ1(x, t)f ′′(t)dt
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with

ϕ1(x, t) = (x− t)+ − s10(x)
(

1
2
− t

)
+

− s11(x)
(

1
2
− t

)0

+

− s20(x)(1− t)+

it follows that the optimal coefficients A∗ij respectively the optimal kernel K∗
1 are

A∗ij =
∫ 1

0

sij(x)dx

and

K∗
1 (t) =

∫ 1

0

ϕ1(x, t)dx.

One obtains:

A∗00 =
3
16

, A∗10 =
5
8
, A∗11 = 0, A∗20 =

3
16

and

K∗
1 (t) =

(1− t)2

2
− 5

8

(
1
2
− t

)
+

− 3
16

(1− t).

We also have ∫ 1

0

(K∗
1 (t))2dt =

1
210 · 5

Hence

|R(f)| ≤ 1
32
√

5
‖f ′′‖2.

Remark 2. The gaussian quadratures are optimal in sense of Sard - all the

coefficients and nodes are determined from the condition i). But, the nodes in the

gaussian quadrature formula of the form∫ 1

−1

f(x)dx =
n∑

i=1

Aif(xi) + Rn(f) (3)

are the zeros of the Cebyshev polynomial Tn, i.e.

x∗k = cos
2k − 1

2n
π, k = 1, . . . , n.

It means that the optimal coefficients of the quadrature form (3) are:

A∗i =
∫ 1

−1

l∗i (x)dx, i = 1, . . . , n

where l∗i are the fundamental Lagrange interpolation polynomials corresponding to

the interpolation nodes x∗i , i = 1, . . . , n.
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2. Homogeneous cubature formulas

Let D be a domain in R2, f : D → R an integrable function on D and

Λ(f) = {λk(f)| k = 1, . . . , N} some informations on f . Next, one suppose that

λk(f), k = 1, . . . , N , are punctual values of f or of certain of its derivatives, i.e. the

values of them at the cubature nodes.

One considers the cubature formula

Ixy :=
∫ ∫

D

f(x, y)dxdy =
N∑

i=1

Aiλi(f) + RN (f) (4)

where Ai, i = 1, . . . , N are of the cubature coefficients and RN (f) is the remainder

term.

The problem is to find the parameters of such a cubature formula (coefficients

and nodes) and to study the corresponding remainder term. Most solutions for this

problem has been obtained when D is a regular domain in R2 (rectangle, triangle,

etc.) and the informations are regularly spaced. For example, the product and the

boolean sum rules belong to this class of cubature procedures.

So, let D ⊂ R2 be a rectangle, D = [a, b] × [c, d] and λx(f) = {λx
i (f)| i =

0, 1, . . . ,m}, Λy(f) = {λy
j (f)| j = 0, 1, . . . , n}, m,n ∈ N some given partial informa-

tion on f , with regard to x respectively y.

One considers the quadrature formulas:

Ixf :=
∫ b

a

f(x, y)dx = (Qx
1f)(·, y) + (Rx

1f)(·, y) (5)

and

Iyf :=
∫ d

c

f(x, y)dy = (Qy
1f)(x, ·) + (Ry

1f)(x, ·) (6)

where

(Qx
1f)(·, y) =

m∑
i=0

Aiλ
x
i (f)

(Qy
1f)(x, ·) =

n∑
j=0

Bjλ
y
j (f)
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and Rx
1 , Ry

1 the corresponding remainder operators:

Rx
1 = Ix −Qx

1

Ry
1 = Iy −Qy

1.

We have the following decompositions of the double integral operator Ixy:

Ixy = Qx
1Qy

1 + (IyRx
1 + IxRy

1 −Rx
1Ry

1) (7)

and

Ixy = (Qx
1Iy + IxQy

1 −Qx
1Qy

1) + Rx
1Ry

1 (8)

The identities (7) and (8) generate so called product cubature formula

Ixyf = (Qx
1Qy

1)f + (Rx
1Iy + IxRy

1 −Rx
1Ry

1)f

respectively, the boolean-sum cubature formula

Ixyf = (Qx
1Iy + IxQy

1 −Qx
1Qy

1)f + Rx
1Ry

1f.

Now, if p1 and q1 are the approximation orders of Qx
1 respectively Qy

1

(ord(Qx
1) = p1, ord(Qy

1) = q1), it follows that the order of the product cubature

formula is min{p1, q1}, while the order of boolean-sum cubature formula is p1 +q1 [5].

Hence, the boolean-sum cubature rule has the remarkable property that it has

a high approximation order. Otherwise, the boolean-sum cubature formula contains

the simple integrals Ixf and Iyf . But, this simple integrals can be approximated, in

a second level of approximation, using new quadrature procedures, i.e.

Ixf = Qx
2f + Rx

2f

respectively

Iyf = Qy
2f + Ry

2f.

This way, from (8), is obtained

Ixy = Qxy + Rxy (9)

where

Qxy = Qx
1Qy

2 + Qx
2Qy

1 −Qx
1Qy

1 (10)
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and

Rxy = Qx
1Ry

2 + Qy
1R

x
2 + Rx

1Ry
1 (11)

As can be seen, from (11) follows

ord(Qxy) = min{ord(Qx
1) + ord(Qy

1), ord(Qx
2) + 1, ord(Qy

2) + 1}

If

ord(Qx
2) = ord(Qx

1) + ord(Qx
1)− 1

ord(Qy
2) = ord(Qy

1) + ord(Qy
1)− 1

then the cubature formula given by (9) is called a homogeneous cubature formula [5].

One of the main procedure to construct homogeneous cubature formulas is

based on the interpolation formulas. It is well known that each interpolation formula

give rise to a quadrature or cubature formula.

Remark 3. [6] If the multivariate interpolation formula is a homogeneous

one, then the suitable cubature formula is also an homogeneous cubature formula.

To illustrate it, we give some simple examples:

Example 2. Let f : Dh → R, with Dh = [0, b] × [0, b] be given

and Λ(f) = {f(0, 0), f(h, 0), f(0, h), f(h, h)}. For the partial informations on f :

Λx
1(f) = {f(0, y), f(h, y)} respectively Λy

1(f) = {f(x, 0), f(x, h)}, one considers the

Lagrange’s operators Lx
1 and Ly

1:

(Lx
1f)(x, y) =

h− x

h
f(0, y) +

x

h
f(h, y),

(Ly
1f)(x, y) =

h− y

h
f(x, 0) +

y

h
f(x, h).

If Rx
1 = I − Lx

1 and Ry
1 = I − Ly

1, with I the identical operator, then we have

I = Lx
1 ⊕ Ly

1 + Rx
1Ry

1 , (12)

the boolean sum decomposition of the identity operator. Also, we have

f = Lx
1 ⊕ Ly

1f + Rx
1Ry

1f

or

f = (Lx
1 + Ly

1 − Lx
1Ly

1)f + Rx
1Ry

1f
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Now, if Lx
1f and Ly

1f are interpolated, in a second level, by the Hermite’s

operators Hy
3 respectively Hx

3 suitable to the information sets

Λy
2(f) = {f(x, 0), f (0,1)(x, 0), f(x, h), f (0,1)(x, h)}

and

Λx
2(f) = {f(0, y), f (1,0)(0, y), f(h, y), f (1,0)(h, y)},

one obtains

f = (Lx
1Hy

3 + Hx
3 Ly

1 − Lx
1Ly

1)f + (Lx
1Ry

3 + Ly
1R

x
3 + Rx

1Ry
1)f, (13)

where Rx
3 = I −Hx

3 and Ry
3 = I −Hy

3 . Taking into account that

ord(Lx
1Ly

1) = ord(Hx
3 ) = ord(Hy

3 ) = 4

(13) is a homogeneous interpolation formula of order 4 [4].

Theorem 4. The cubature formula∫ ∫
Dh

f(x, y)dxdy = Q(f) + R(f)

where

Q(f) =
∫ ∫

Dh

((Lx
1Hy

3 + Hx
3 Ly

1 − Lx
1Ly

1)f)(x, y)dxdy

or

Q = Qx
1Qy

3 + Qx
3Qy

1 + Qx
1Qy

1

and

R(f) =
∫ ∫

Dh

((Lx
1Ry

3 + Ly
1R

x
3 + Rx

1Ry
1)f)(x, y)dxdy

is a homogeneous cubature formula of order 6.

Proof. Suppose that f ∈ C4,4(Dh). Then

(Rx
1f)(x, y) =

x(x− h)
2

f (2,0)(ξ, y)

(Ry
1f)(x, y) =

y(y − h)
2

f (0,2)(x, η1)

(Rx
3f)(x, y) =

x2(x− h)2

24
f (4,0)(ξ2, y)
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(Ry
3f)(x, y) =

y2(y − h)2

24
f (0,4)(x, η2)

with ξ1, ξ2, η1, η2 ∈ [0, h].

As ∫ h

0

(Rx
1f)(x, y)dx =

h3

12
f (2,0)(µ1, y)

∫ h

0

(Ry
1f)(x, y)dy =

h3

12
f (0,2)(x, ν1)∫ h

0

(Rx
3f)(x, y)dx =

h5

720
f (4,0)(µ2, y)

∫ h

0

(Ry
3f)(x, y)dy =

h5

720
f (0,4)(x, ν2)

µ1, µ2, ν1, ν2 ∈ [0, h], it follows that ord(Qx
1) = ord(Qy

1) = 3 and ord(Qx
3) =

ord(Qy
3) = 5. Hence, ord(Qx

3) = ord(Qy
3) = ord(Qx

1) + ord(Qy
1)− 1.

Example 3. Let Th be the standard triangle, Th = {(x, y) ∈ R2| x ≥ 0, y ≥

0, x + y ≤ h}, f : Th → R and Λ(f) =
{(

0,
h

2

)
, f

(
h

2
, 0
)

, f

(
h

2
,
h

2

)}
. Let P be

the operator that interpolate the information Λ(f), i.e.

(Pf)(x, y) =
h− 2x

h
f

(
0,

h

2

)
+

h− 2y

h
f

(
h

2
, 0
)

+
2x + 2y − h

h
f

(
h

2
,
h

2

)
and

f = Pf + Rf (14)

the interpolation formula suitable to P .

Let ∫ ∫
Th

f(x, y)dxdy = Q(f) + R(f) (15)

be the cubature formula generated by (14), i.e.

Q(f) =
h2

6

[
f

(
0,

h

2

)
+ f

(
h

2
, 0
)

+ f

(
h

2
,
h

2

)]
and

R(f) =
∫ ∫

Th

(Rf)(x, y)dxdy.

Remark 7. dex(Q) = 2, although dex(P ) = 1.
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Theorem 8. Formula (15) is a homogeneous cubature formula of interpola-

tions type.

Proof. Suppose that f ∈ B12(0, 0) on Th. By Peano’s theorem (dex(Q) = 2),

we have

R(f) =
∫ h

0

K30(x, y, s)f (3,0)(s, 0)ds +
∫ h

0

K21(x, y, s)f (2,1)(s, 0)ds (16)

+
∫ h

0

K03(x, y, t)f (0,3)(0, t)dt +
∫ ∫

Th

K12(x, y, s, t)f (1,2)(s, t)dsdt

where

K30(s) =
(h− s)4

24
− h2

6

(
h

2
− s

)2

+

K21(s) =
(h− s)4

24
− h3

12

(
h

2
− s

)
+

K03(t) = K30(t)

K12(s, t) =
(h− s− t)3

6
− h2

6

(
h

2
− s

)0

+

(
h

2
− t

)
+

As K30 ≥ 0, K03 ≥ 0 on [0, h] and∫ h

0

K30(s)ds =
1

720
h5,

∫ h

0

K03(t)dt =
1

720
h5

respectively

max
0≤s≤h

|K21(s)| =
1

384
h4, max

Th

|K(s, t)| = 1
12

h3,

the proof follows from (16).

Example 4. An interesting homogeneous formula, for f : Th → R, is ob-

tained from the interpolation formula

f = Pf + Rf

when

(Pf)(x, y) = f

(
h

3
,
h

3

)
namely ∫ ∫

Th

f(x, y)dxdy = Q(f) + R(f) (17)
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with

Q(f) =
h2

2
f

(
h

3
,
h

3

)
.

It is easy to verify that dex(Q) = 1, while dex(P ) = 0.

Theorem 9. Formula (17) is a homogeneous cubature formula.

Proof. If f ∈ B11(0, 0) on Th, by Peano’s theorem one obtain

|R(f)| ≤ h4

72

[
‖f (2,0)(·, 0)‖+ ‖f (0,2)(0, ·)‖+

89
27
‖f (1,1)‖

]
.

3. Methods for nonlinear equations on R

For f : Ω → R, Ω ⊂ R, one considers the equation

f(x) = 0, x ∈ Ω. (18)

Let F : Dn → D, D ⊂ Ω, be an iterative method for solutions of the equation

(18), i.e. for given (x0, . . . , xn−1) ∈ Dn, F generates the sequence

x0, x1, . . . , xn−1, xn, . . . (19)

where

xi = F (xi−n, . . . , xi−1), i = n, . . .

If the sequence (19) converges to a solution, say x∗, of the equation (18), F

is a convergent method.

The number p with the property that

lim
xi→x∗

x∗ − F (xi−n+1, . . . , xi)
(x∗ − xi)p

= c, c ∈ R \ {0},

is the order of F (ord(F ) = p).

An efficient procedure to construct numerical methods for the solution of the

equation (18), is based on inverse interpolation. Namely, if g is the inverse of f ,

g = f−1, and x∗ ∈ D is a solution of the equation (18), f(x∗) = 0, then x∗ = g(0).

Inverse interpolation procedure means that the inverse function g is approximated by

an interpolation operator P and x∗ ≈ (Pg)(0).
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For example [7], using Taylor interpolation is obtained the one step method

FT
n (xi) = xi −

n−1∑
k=1

(−1)k

k!
(f(xi))kg(k)(f(xi))

with ord(FT
n ) = n.

Also, using Lagrange interpolation is obtained the multistep method

FL
n (xi−n, . . . , xi)=

n∑
k=0

fi−n . . . fi−n+k−1fi−n+k+1 . . . fi

(fi−n − fk) . . . (fi−n+k−1 − fk)(fi−n+k+1 − fk) . . . (fi − fk)
xk

with ord(FL
n ) = ρ, the positive solution of the equation

tn+1 − tn − · · · − t− 1 = 0

i.e., 1 < ρ < 2.

An interesting class of methods is given by Abel-Goncharov interpolation

operator P , defined by

(Pf)(x) =
n∑

k=0

pk(x)f (k)(xk)

where

p0(x) = 1

p1(x) = x− x0

pk(x) =
1
k!

xk −
k−1∑
j=0

pj(x)xk−j
j

 , k = 2, . . . , n.

Applying the operator P to the function g = f−1, for the interpolation nodes

xi−n, . . . , xi, one obtains

FAG
n (xi−n, . . . , xi) =

i∑
k=i−n

pn−i−k(0)g(n−i−k)(f(xk))

For example,

FAG
1 (xi−1, xi) = xi−1 −

f(xi−1)
f ′(xi)

,

is a new modified of Newton-Raphson method.
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