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#### Abstract

The goal of this paper is to give applications of interpolation operators, with a special emphasis on optimal approximation of some linear functionals and the construction of methods for the solution of equations on $\mathbb{R}$.


Let $\mathcal{B}$ be a linear space of real-valued functions defined on a domain $\Omega \subset \mathbb{R}^{n}$, $\mathcal{A} \subset \mathcal{B}$ and $\Lambda=\left\{\lambda_{i} \mid \lambda_{i}: \mathcal{B} \rightarrow \mathbb{R}, i=1, \ldots, N\right\}$, a set of linear functionals. For $f \in \mathcal{B}$, is denoted by $\Lambda(f)=\left\{\lambda_{i}(f) \mid \lambda_{i} \in \Lambda, i=1, \ldots, N\right\}$, the informations on $f$ suitable to $\Lambda$.

An operator $P: \mathcal{B} \rightarrow \mathcal{A}$, for which

$$
\lambda_{i}(P f)=\lambda_{i}(f), \quad i=1, \ldots, N
$$

$f \in \mathcal{B}$, is an interpolation operator that interpolates the set $\Lambda$, while

$$
f=P f+R f
$$

is the interpolation formula generated by $P$, with $R$ the remainder operator.
The number $r \in \mathbb{N}$ for which $P f=f$, for all $f \in \mathbf{P}_{r}^{n}$ and there exists $g \in \mathbf{P}_{r+1}^{n}$, such that $P g \neq g$, where $\mathbf{P}_{r}^{n}$ is the set of all polynomial functions of the total degree at most $r$, is the degree of exactness of the operator $P$.

The purpose of this paper is to discuss applications of interpolation operators to the approximation of some linear functionals, the construction of some homogeneous cubature formulas, the construction of numerical methods for solving of some operatorial equations.

## 1. Optimal approximation in sense of Sard

One suppose here that $\Lambda:=\Lambda_{B}=\left\{\lambda_{k j}: H^{m, 2}[a, b] \rightarrow \mathbb{R}, k=1, \ldots, n, j \in\right.$ $\left.I_{k}\right\}$, with $I_{k} \subset\left\{0,1, \ldots, r_{k}\right\}, r_{k} \in \mathbb{N}, r_{k}<m$, is a set of Birkhoff-type functionals, i.e. $\lambda_{k j}(f)=f^{(j)}\left(x_{k}\right), x_{k} \in[a, b], x_{k} \neq x_{j}$ for $k \neq j$. Let $\lambda: H^{m, 2}[a, b] \rightarrow \mathbb{R}$, be a given linear functional such that the elements of the set $\Lambda_{B} \cup\{\lambda\}$ to be linear independent. One considers the approximation formula

$$
\begin{equation*}
\lambda(f)=\sum_{k=1}^{n} \sum_{j \in I_{k}} A_{k j} f^{(j)}\left(x_{k}\right)+R_{N}(f) \tag{1}
\end{equation*}
$$

where $N=\left|I_{1}\right|+\ldots\left|I_{n}\right|-1$.
Definition 1. Formula (1), with prescribed points $x_{k} \in[a, b], k=1, \ldots, n$, for which:
i) $R_{N}\left(e_{\nu}\right)=0, \nu=0,1, \ldots, m-1$
ii) $\int_{a}^{b} K_{m}^{2}(t) d t \rightarrow$ minim,
where $K$ is the corresponding Peano kernel:

$$
\begin{aligned}
K(t) & :=R_{N}\left(\frac{(\cdot-t)_{+}^{m-1}}{(m-1)!}\right) \\
& =\lambda\left[\frac{(\cdot-t)_{+}^{m-1}}{(m-1)!}\right]-\sum_{k=1}^{n} \sum_{j \in I_{k}} A_{k j} \frac{\left(x_{k}-t\right)_{+}^{m-j-1}}{(m-j-1)!}
\end{aligned}
$$

is called optimal in sense of Sard.
In 1964, I. J. Schoenberg [10] has established a relationship between the optimal approximation of linear operators, in particular, optimality in sense of Sard, and spline interpolation problems.

So, let $S: H^{m, 2}[a, b] \rightarrow \mathcal{S}_{2 m-1}\left(\Lambda_{B}\right)$ be a natural spline interpolation operator of the order $2 m-1$, suitable to $\Lambda_{B}$.
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Remark 2. [3] If $\Lambda_{B}$ contains at least $m$ functionals of Hermite-type then $S$ exists and is unique.

For $f \in H^{m, 2}[a, b]$, let

$$
f=S f+R f
$$

be the natural spline interpolation formula generated by $S$.
It follows [10], that

$$
\begin{equation*}
\lambda(f)=\lambda(S f)+\lambda(R f) \tag{2}
\end{equation*}
$$

is the formula of the form (1) that is optimal in sense of Sard.
For example, if

$$
\lambda(f)=\int_{a}^{b} f(x) d x
$$

then (2) becomes an optimal, in sense of Sard, quadrature formula.
As an application, let us find the quadrature formula of the form

$$
\int_{0}^{1} f(x) d x=A_{00} f(0)+A_{10} F\left(\frac{1}{2}\right)+A_{21} f^{\prime}\left(\frac{1}{2}\right)+A_{30} d(1)+R(f)
$$

that is optimal in sense of Sard. Using, for example, the cubic spline interpolation formula

$$
f(x)=s_{00}(x) f(0)+s_{10}(x) f\left(\frac{1}{2}\right)+s_{11}(x) f^{\prime}\left(\frac{1}{2}\right)+s_{20}(x) f(1)+(R f)(x)
$$

where

$$
\begin{gathered}
s_{00}(x)=1-3 x+4 x^{3}-4\left(x-\frac{1}{2}\right)_{+}^{3}-6\left(x-\frac{1}{2}\right)_{+}^{2} \\
s_{10}(x)=3 x-4 x^{3}+8\left(x-\frac{1}{2}\right)_{+}^{3}-4(x-1)_{+}^{3} \\
s_{11}(x)=-\frac{1}{2} x+2 x^{3}-6\left(x-\frac{1}{2}\right)_{+}^{2}-2(x-1)_{+}^{3} \\
s_{20}(x)=-4\left(x-\frac{1}{2}\right)_{+}^{3}+6\left(x-\frac{1}{2}\right)_{+}^{2}+4(x-1)_{+}^{3}
\end{gathered}
$$

and

$$
(R f)(x)=\int_{0}^{1} \varphi_{1}(x, t) f^{\prime \prime}(t) d t
$$
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with

$$
\varphi_{1}(x, t)=(x-t)_{+}-s_{10}(x)\left(\frac{1}{2}-t\right)_{+}-s_{11}(x)\left(\frac{1}{2}-t\right)_{+}^{0}-s_{20}(x)(1-t)_{+}
$$

it follows that the optimal coefficients $A_{i j}^{*}$ respectively the optimal kernel $K_{1}^{*}$ are

$$
A_{i j}^{*}=\int_{0}^{1} s_{i j}(x) d x
$$

and

$$
K_{1}^{*}(t)=\int_{0}^{1} \varphi_{1}(x, t) d x
$$

One obtains:

$$
A_{00}^{*}=\frac{3}{16}, \quad A_{10}^{*}=\frac{5}{8}, \quad A_{11}^{*}=0, \quad A_{20}^{*}=\frac{3}{16}
$$

and

$$
K_{1}^{*}(t)=\frac{(1-t)^{2}}{2}-\frac{5}{8}\left(\frac{1}{2}-t\right)_{+}-\frac{3}{16}(1-t) .
$$

We also have

$$
\int_{0}^{1}\left(K_{1}^{*}(t)\right)^{2} d t=\frac{1}{2^{10} \cdot 5}
$$

Hence

$$
|R(f)| \leq \frac{1}{32 \sqrt{5}}\left\|f^{\prime \prime}\right\|_{2}
$$

Remark 2. The gaussian quadratures are optimal in sense of Sard - all the coefficients and nodes are determined from the condition i). But, the nodes in the gaussian quadrature formula of the form

$$
\begin{equation*}
\int_{-1}^{1} f(x) d x=\sum_{i=1}^{n} A_{i} f\left(x_{i}\right)+R_{n}(f) \tag{3}
\end{equation*}
$$

are the zeros of the Cebyshev polynomial $T_{n}$, i.e.

$$
x_{k}^{*}=\cos \frac{2 k-1}{2 n} \pi, \quad k=1, \ldots, n .
$$

It means that the optimal coefficients of the quadrature form (3) are:

$$
A_{i}^{*}=\int_{-1}^{1} l_{i}^{*}(x) d x, \quad i=1, \ldots, n
$$

where $l_{i}^{*}$ are the fundamental Lagrange interpolation polynomials corresponding to the interpolation nodes $x_{i}^{*}, i=1, \ldots, n$.

## 2. Homogeneous cubature formulas

Let $D$ be a domain in $\mathbb{R}^{2}, f: D \rightarrow \mathbb{R}$ an integrable function on $D$ and $\Lambda(f)=\left\{\lambda_{k}(f) \mid k=1, \ldots, N\right\}$ some informations on $f$. Next, one suppose that $\lambda_{k}(f), k=1, \ldots, N$, are punctual values of $f$ or of certain of its derivatives, i.e. the values of them at the cubature nodes.

One considers the cubature formula

$$
\begin{equation*}
I^{x y}:=\iint_{D} f(x, y) d x d y=\sum_{i=1}^{N} A_{i} \lambda_{i}(f)+R_{N}(f) \tag{4}
\end{equation*}
$$

where $A_{i}, i=1, \ldots, N$ are of the cubature coefficients and $R_{N}(f)$ is the remainder term.

The problem is to find the parameters of such a cubature formula (coefficients and nodes) and to study the corresponding remainder term. Most solutions for this problem has been obtained when $D$ is a regular domain in $\mathbb{R}^{2}$ (rectangle, triangle, etc.) and the informations are regularly spaced. For example, the product and the boolean sum rules belong to this class of cubature procedures.

So, let $D \subset \mathbb{R}^{2}$ be a rectangle, $D=[a, b] \times[c, d]$ and $\lambda^{x}(f)=\left\{\lambda_{i}^{x}(f) \mid i=\right.$ $0,1, \ldots, m\}, \Lambda^{y}(f)=\left\{\lambda_{j}^{y}(f) \mid j=0,1, \ldots, n\right\}, m, n \in \mathbb{N}$ some given partial information on $f$, with regard to $x$ respectively $y$.

One considers the quadrature formulas:

$$
\begin{equation*}
I^{x} f:=\int_{a}^{b} f(x, y) d x=\left(Q_{1}^{x} f\right)(\cdot, y)+\left(R_{1}^{x} f\right)(\cdot, y) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
I^{y} f:=\int_{c}^{d} f(x, y) d y=\left(Q_{1}^{y} f\right)(x, \cdot)+\left(R_{1}^{y} f\right)(x, \cdot) \tag{6}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left(Q_{1}^{x} f\right)(\cdot, y)=\sum_{i=0}^{m} A_{i} \lambda_{i}^{x}(f) \\
& \left(Q_{1}^{y} f\right)(x, \cdot)=\sum_{j=0}^{n} B_{j} \lambda_{j}^{y}(f)
\end{aligned}
$$

```
GH. COMAN AND I. TODEA
```

and $R_{1}^{x}, R_{1}^{y}$ the corresponding remainder operators:

$$
\begin{aligned}
& R_{1}^{x}=I^{x}-Q_{1}^{x} \\
& R_{1}^{y}=I^{y}-Q_{1}^{y} .
\end{aligned}
$$

We have the following decompositions of the double integral operator $I^{x y}$ :

$$
\begin{equation*}
I^{x y}=Q_{1}^{x} Q_{1}^{y}+\left(I^{y} R_{1}^{x}+I^{x} R_{1}^{y}-R_{1}^{x} R_{1}^{y}\right) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
I^{x y}=\left(Q_{1}^{x} I^{y}+I^{x} Q_{1}^{y}-Q_{1}^{x} Q_{1}^{y}\right)+R_{1}^{x} R_{1}^{y} \tag{8}
\end{equation*}
$$

The identities (7) and (8) generate so called product cubature formula

$$
I^{x y} f=\left(Q_{1}^{x} Q_{1}^{y}\right) f+\left(R_{1}^{x} I^{y}+I^{x} R_{1}^{y}-R_{1}^{x} R_{1}^{y}\right) f
$$

respectively, the boolean-sum cubature formula

$$
I^{x y} f=\left(Q_{1}^{x} I^{y}+I^{x} Q_{1}^{y}-Q_{1}^{x} Q_{1}^{y}\right) f+R_{1}^{x} R_{1}^{y} f .
$$

Now, if $p_{1}$ and $q_{1}$ are the approximation orders of $Q_{1}^{x}$ respectively $Q_{1}^{y}$ $\left.\operatorname{(ord}\left(Q_{1}^{x}\right)=p_{1}, \operatorname{ord}\left(Q_{1}^{y}\right)=q_{1}\right)$, it follows that the order of the product cubature formula is $\min \left\{p_{1}, q_{1}\right\}$, while the order of boolean-sum cubature formula is $p_{1}+q_{1}$ [5].

Hence, the boolean-sum cubature rule has the remarkable property that it has a high approximation order. Otherwise, the boolean-sum cubature formula contains the simple integrals $I^{x} f$ and $I^{y} f$. But, this simple integrals can be approximated, in a second level of approximation, using new quadrature procedures, i.e.

$$
I^{x} f=Q_{2}^{x} f+R_{2}^{x} f
$$

respectively

$$
I^{y} f=Q_{2}^{y} f+R_{2}^{y} f .
$$

This way, from (8), is obtained

$$
\begin{equation*}
I^{x y}=Q^{x y}+R^{x y} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
Q^{x y}=Q_{1}^{x} Q_{2}^{y}+Q_{2}^{x} Q_{1}^{y}-Q_{1}^{x} Q_{1}^{y} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
R^{x y}=Q_{1}^{x} R_{2}^{y}+Q_{1}^{y} R_{2}^{x}+R_{1}^{x} R_{1}^{y} \tag{11}
\end{equation*}
$$

As can be seen, from (11) follows

$$
\operatorname{ord}\left(Q^{x y}\right)=\min \left\{\operatorname{ord}\left(Q_{1}^{x}\right)+\operatorname{ord}\left(Q_{1}^{y}\right), \operatorname{ord}\left(Q_{2}^{x}\right)+1, \operatorname{ord}\left(Q_{2}^{y}\right)+1\right\}
$$

If

$$
\begin{aligned}
& \operatorname{ord}\left(Q_{2}^{x}\right)=\operatorname{ord}\left(Q_{1}^{x}\right)+\operatorname{ord}\left(Q_{1}^{x}\right)-1 \\
& \operatorname{ord}\left(Q_{2}^{y}\right)=\operatorname{ord}\left(Q_{1}^{y}\right)+\operatorname{ord}\left(Q_{1}^{y}\right)-1
\end{aligned}
$$

then the cubature formula given by (9) is called a homogeneous cubature formula [5].
One of the main procedure to construct homogeneous cubature formulas is based on the interpolation formulas. It is well known that each interpolation formula give rise to a quadrature or cubature formula.

Remark 3. [6] If the multivariate interpolation formula is a homogeneous one, then the suitable cubature formula is also an homogeneous cubature formula.

To illustrate it, we give some simple examples:
Example 2. Let $f: D_{h} \rightarrow \mathbb{R}$, with $D_{h}=[0, b] \times[0, b]$ be given and $\Lambda(f)=\{f(0,0), f(h, 0), f(0, h), f(h, h)\}$. For the partial informations on $f$ : $\Lambda_{1}^{x}(f)=\{f(0, y), f(h, y)\}$ respectively $\Lambda_{1}^{y}(f)=\{f(x, 0), f(x, h)\}$, one considers the Lagrange's operators $L_{1}^{x}$ and $L_{1}^{y}$ :

$$
\begin{aligned}
& \left(L_{1}^{x} f\right)(x, y)=\frac{h-x}{h} f(0, y)+\frac{x}{h} f(h, y) \\
& \left(L_{1}^{y} f\right)(x, y)=\frac{h-y}{h} f(x, 0)+\frac{y}{h} f(x, h)
\end{aligned}
$$

If $R_{1}^{x}=I-L_{1}^{x}$ and $R_{1}^{y}=I-L_{1}^{y}$, with $I$ the identical operator, then we have

$$
\begin{equation*}
I=L_{1}^{x} \oplus L_{1}^{y}+R_{1}^{x} R_{1}^{y} \tag{12}
\end{equation*}
$$

the boolean sum decomposition of the identity operator. Also, we have

$$
f=L_{1}^{x} \oplus L_{1}^{y} f+R_{1}^{x} R_{1}^{y} f
$$

or

$$
f=\left(L_{1}^{x}+L_{1}^{y}-L_{1}^{x} L_{1}^{y}\right) f+R_{1}^{x} R_{1}^{y} f
$$

Now, if $L_{1}^{x} f$ and $L_{1}^{y} f$ are interpolated, in a second level, by the Hermite's operators $H_{3}^{y}$ respectively $H_{3}^{x}$ suitable to the information sets

$$
\Lambda_{2}^{y}(f)=\left\{f(x, 0), f^{(0,1)}(x, 0), f(x, h), f^{(0,1)}(x, h)\right\}
$$

and

$$
\Lambda_{2}^{x}(f)=\left\{f(0, y), f^{(1,0)}(0, y), f(h, y), f^{(1,0)}(h, y)\right\}
$$

one obtains

$$
\begin{equation*}
f=\left(L_{1}^{x} H_{3}^{y}+H_{3}^{x} L_{1}^{y}-L_{1}^{x} L_{1}^{y}\right) f+\left(L_{1}^{x} R_{3}^{y}+L_{1}^{y} R_{3}^{x}+R_{1}^{x} R_{1}^{y}\right) f, \tag{13}
\end{equation*}
$$

where $R_{3}^{x}=I-H_{3}^{x}$ and $R_{3}^{y}=I-H_{3}^{y}$. Taking into account that

$$
\operatorname{ord}\left(L_{1}^{x} L_{1}^{y}\right)=\operatorname{ord}\left(H_{3}^{x}\right)=\operatorname{ord}\left(H_{3}^{y}\right)=4
$$

(13) is a homogeneous interpolation formula of order 4 [4].

Theorem 4. The cubature formula

$$
\iint_{D_{h}} f(x, y) d x d y=Q(f)+R(f)
$$

where

$$
Q(f)=\iint_{D_{h}}\left(\left(L_{1}^{x} H_{3}^{y}+H_{3}^{x} L_{1}^{y}-L_{1}^{x} L_{1}^{y}\right) f\right)(x, y) d x d y
$$

or

$$
Q=Q_{1}^{x} Q_{3}^{y}+Q_{3}^{x} Q_{1}^{y}+Q_{1}^{x} Q_{1}^{y}
$$

and

$$
R(f)=\iint_{D_{h}}\left(\left(L_{1}^{x} R_{3}^{y}+L_{1}^{y} R_{3}^{x}+R_{1}^{x} R_{1}^{y}\right) f\right)(x, y) d x d y
$$

is a homogeneous cubature formula of order 6 .
Proof. Suppose that $f \in C^{4,4}\left(D_{h}\right)$. Then

$$
\begin{aligned}
\left(R_{1}^{x} f\right)(x, y) & =\frac{x(x-h)}{2} f^{(2,0)}(\xi, y) \\
\left(R_{1}^{y} f\right)(x, y) & =\frac{y(y-h)}{2} f^{(0,2)}\left(x, \eta_{1}\right) \\
\left(R_{3}^{x} f\right)(x, y) & =\frac{x^{2}(x-h)^{2}}{24} f^{(4,0)}\left(\xi_{2}, y\right)
\end{aligned}
$$
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$$
\left(R_{3}^{y} f\right)(x, y)=\frac{y^{2}(y-h)^{2}}{24} f^{(0,4)}\left(x, \eta_{2}\right)
$$

with $\xi_{1}, \xi_{2}, \eta_{1}, \eta_{2} \in[0, h]$.
As

$$
\begin{aligned}
\int_{0}^{h}\left(R_{1}^{x} f\right)(x, y) d x & =\frac{h^{3}}{12} f^{(2,0)}\left(\mu_{1}, y\right) \\
\int_{0}^{h}\left(R_{1}^{y} f\right)(x, y) d y & =\frac{h^{3}}{12} f^{(0,2)}\left(x, \nu_{1}\right) \\
\int_{0}^{h}\left(R_{3}^{x} f\right)(x, y) d x & =\frac{h^{5}}{720} f^{(4,0)}\left(\mu_{2}, y\right) \\
\int_{0}^{h}\left(R_{3}^{y} f\right)(x, y) d y & =\frac{h^{5}}{720} f^{(0,4)}\left(x, \nu_{2}\right)
\end{aligned}
$$

$\mu_{1}, \mu_{2}, \nu_{1}, \nu_{2} \in[0, h]$, it follows that $\operatorname{ord}\left(Q_{1}^{x}\right)=\operatorname{ord}\left(Q_{1}^{y}\right)=3$ and $\operatorname{ord}\left(Q_{3}^{x}\right)=$ $\operatorname{ord}\left(Q_{3}^{y}\right)=5$. Hence, $\operatorname{ord}\left(Q_{3}^{x}\right)=\operatorname{ord}\left(Q_{3}^{y}\right)=\operatorname{ord}\left(Q_{1}^{x}\right)+\operatorname{ord}\left(Q_{1}^{y}\right)-1$.

Example 3. Let $T_{h}$ be the standard triangle, $T_{h}=\left\{(x, y) \in \mathbb{R}^{2} \mid x \geq 0, y \geq\right.$ $0, x+y \leq h\}, f: T_{h} \rightarrow \mathbb{R}$ and $\Lambda(f)=\left\{\left(0, \frac{h}{2}\right), f\left(\frac{h}{2}, 0\right), f\left(\frac{h}{2}, \frac{h}{2}\right)\right\}$. Let $P$ be the operator that interpolate the information $\Lambda(f)$, i.e.

$$
(P f)(x, y)=\frac{h-2 x}{h} f\left(0, \frac{h}{2}\right)+\frac{h-2 y}{h} f\left(\frac{h}{2}, 0\right)+\frac{2 x+2 y-h}{h} f\left(\frac{h}{2}, \frac{h}{2}\right)
$$

and

$$
\begin{equation*}
f=P f+R f \tag{14}
\end{equation*}
$$

the interpolation formula suitable to $P$.
Let

$$
\begin{equation*}
\iint_{T_{h}} f(x, y) d x d y=Q(f)+R(f) \tag{15}
\end{equation*}
$$

be the cubature formula generated by (14), i.e.

$$
Q(f)=\frac{h^{2}}{6}\left[f\left(0, \frac{h}{2}\right)+f\left(\frac{h}{2}, 0\right)+f\left(\frac{h}{2}, \frac{h}{2}\right)\right]
$$

and

$$
R(f)=\iint_{T_{h}}(R f)(x, y) d x d y
$$

Remark 7. $\operatorname{dex}(Q)=2$, although $\operatorname{dex}(P)=1$.
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Theorem 8. Formula (15) is a homogeneous cubature formula of interpolations type.

Proof. Suppose that $f \in B_{12}(0,0)$ on $T_{h}$. By Peano's theorem $(\operatorname{dex}(Q)=2)$, we have

$$
\begin{align*}
& R(f)=\int_{0}^{h} K_{30}(x, y, s) f^{(3,0)}(s, 0) d s+\int_{0}^{h} K_{21}(x, y, s) f^{(2,1)}(s, 0) d s  \tag{16}\\
& +\int_{0}^{h} K_{03}(x, y, t) f^{(0,3)}(0, t) d t+\iint_{T_{h}} K_{12}(x, y, s, t) f^{(1,2)}(s, t) d s d t
\end{align*}
$$

where

$$
\begin{gathered}
K_{30}(s)=\frac{(h-s)^{4}}{24}-\frac{h^{2}}{6}\left(\frac{h}{2}-s\right)_{+}^{2} \\
K_{21}(s)=\frac{(h-s)^{4}}{24}-\frac{h^{3}}{12}\left(\frac{h}{2}-s\right)_{+} \\
K_{03}(t)=K_{30}(t) \\
K_{12}(s, t)=\frac{(h-s-t)^{3}}{6}-\frac{h^{2}}{6}\left(\frac{h}{2}-s\right)_{+}^{0}\left(\frac{h}{2}-t\right)_{+}
\end{gathered}
$$

As $K_{30} \geq 0, K_{03} \geq 0$ on $[0, h]$ and

$$
\int_{0}^{h} K_{30}(s) d s=\frac{1}{720} h^{5}, \quad \int_{0}^{h} K_{03}(t) d t=\frac{1}{720} h^{5}
$$

respectively

$$
\max _{0 \leq s \leq h}\left|K_{21}(s)\right|=\frac{1}{384} h^{4}, \quad \max _{T_{h}}|K(s, t)|=\frac{1}{12} h^{3},
$$

the proof follows from (16).
Example 4. An interesting homogeneous formula, for $f: T_{h} \rightarrow \mathbb{R}$, is obtained from the interpolation formula

$$
f=P f+R f
$$

when

$$
(P f)(x, y)=f\left(\frac{h}{3}, \frac{h}{3}\right)
$$

namely

$$
\begin{equation*}
\iint_{T_{h}} f(x, y) d x d y=Q(f)+R(f) \tag{17}
\end{equation*}
$$

with

$$
Q(f)=\frac{h^{2}}{2} f\left(\frac{h}{3}, \frac{h}{3}\right)
$$

It is easy to verify that $\operatorname{dex}(Q)=1$, while $\operatorname{dex}(P)=0$.
Theorem 9. Formula (17) is a homogeneous cubature formula.
Proof. If $f \in B_{11}(0,0)$ on $T_{h}$, by Peano's theorem one obtain

$$
|R(f)| \leq \frac{h^{4}}{72}\left[\left\|f^{(2,0)}(\cdot, 0)\right\|+\left\|f^{(0,2)}(0, \cdot)\right\|+\frac{89}{27}\left\|f^{(1,1)}\right\|\right]
$$

## 3. Methods for nonlinear equations on $\mathbb{R}$

For $f: \Omega \rightarrow \mathbb{R}, \Omega \subset \mathbb{R}$, one considers the equation

$$
\begin{equation*}
f(x)=0, \quad x \in \Omega \tag{18}
\end{equation*}
$$

Let $F: D^{n} \rightarrow D, D \subset \Omega$, be an iterative method for solutions of the equation (18), i.e. for given $\left(x_{0}, \ldots, x_{n-1}\right) \in D^{n}, F$ generates the sequence

$$
\begin{equation*}
x_{0}, x_{1}, \ldots, x_{n-1}, x_{n}, \ldots \tag{19}
\end{equation*}
$$

where

$$
x_{i}=F\left(x_{i-n}, \ldots, x_{i-1}\right), \quad i=n, \ldots
$$

If the sequence (19) converges to a solution, say $x^{*}$, of the equation (18), $F$ is a convergent method.

The number $p$ with the property that

$$
\lim _{x_{i} \rightarrow x^{*}} \frac{x^{*}-F\left(x_{i-n+1}, \ldots, x_{i}\right)}{\left(x^{*}-x_{i}\right)^{p}}=c, \quad c \in \mathbb{R} \backslash\{0\},
$$

is the order of $F(\operatorname{ord}(F)=p)$.
An efficient procedure to construct numerical methods for the solution of the equation (18), is based on inverse interpolation. Namely, if $g$ is the inverse of $f$, $g=f^{-1}$, and $x^{*} \in D$ is a solution of the equation (18), $f\left(x^{*}\right)=0$, then $x^{*}=g(0)$. Inverse interpolation procedure means that the inverse function $g$ is approximated by an interpolation operator $P$ and $x^{*} \approx(P g)(0)$.
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For example [7], using Taylor interpolation is obtained the one step method

$$
F_{n}^{T}\left(x_{i}\right)=x_{i}-\sum_{k=1}^{n-1} \frac{(-1)^{k}}{k!}\left(f\left(x_{i}\right)\right)^{k} g^{(k)}\left(f\left(x_{i}\right)\right)
$$

with $\operatorname{ord}\left(F_{n}^{T}\right)=n$.
Also, using Lagrange interpolation is obtained the multistep method
$F_{n}^{L}\left(x_{i-n}, \ldots, x_{i}\right)=\sum_{k=0}^{n} \frac{f_{i-n} \ldots f_{i-n+k-1} f_{i-n+k+1} \ldots f_{i}}{\left(f_{i-n}-f_{k}\right) \ldots\left(f_{i-n+k-1}-f_{k}\right)\left(f_{i-n+k+1}-f_{k}\right) \ldots\left(f_{i}-f_{k}\right)} x_{k}$
with $\operatorname{ord}\left(F_{n}^{L}\right)=\rho$, the positive solution of the equation

$$
t^{n+1}-t^{n}-\cdots-t-1=0
$$

i.e., $1<\rho<2$.

An interesting class of methods is given by Abel-Goncharov interpolation operator $P$, defined by

$$
(P f)(x)=\sum_{k=0}^{n} p_{k}(x) f^{(k)}\left(x_{k}\right)
$$

where

$$
\begin{aligned}
& p_{0}(x)=1 \\
& p_{1}(x)=x-x_{0} \\
& p_{k}(x)=\frac{1}{k!}\left[x^{k}-\sum_{j=0}^{k-1} p_{j}(x) x_{j}^{k-j}\right], k=2, \ldots, n .
\end{aligned}
$$

Applying the operator $P$ to the function $g=f^{-1}$, for the interpolation nodes $x_{i-n}, \ldots, x_{i}$, one obtains

$$
F_{n}^{A G}\left(x_{i-n}, \ldots, x_{i}\right)=\sum_{k=i-n}^{i} p_{n-i-k}(0) g^{(n-i-k)}\left(f\left(x_{k}\right)\right)
$$

For example,

$$
F_{1}^{A G}\left(x_{i-1}, x_{i}\right)=x_{i-1}-\frac{f\left(x_{i-1}\right)}{f^{\prime}\left(x_{i}\right)},
$$

is a new modified of Newton-Raphson method.
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