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ON THE INVARIANCE PROPERTY
OF THE FISHER INFORMATION (I)

CRISTINA-IOANA FATU

Abstract. The objective of this paper is to give some properties for the
Fisher’s information measure when X,.., represents a bilateral truncated
random variable that corresponds to a normal random variable X with the
probability density function f(x;8), where § = (m,d?), 0 € Dy, Dy C R?,
m € R, o2 e RT.

The Fisher’s invariance property will be studied in the case of a truncated
normal distribution.

Let X be a normal distribution with probability density function

f(x'mUQ)—Lex _1<x—m)2 reR (1)
T  \V2mo P 2 o 7 ’

where the parameters m and o have their usual significance, namely: m = E(X),
o2 =Var(X),meR, o > 0.

Definition 1. [1] We say that the random variable X has a normal distribution
truncated to the left at X = a,a € R and to the right at X = b,b € R, denoted by

Xaos, if its probability density function, denoted by fo—p(x;m,0?), has the form

k(a,b)exp _1<x—m>2 ifa<w<b
faHb(x;m,az): V2ro 2 o 7 (2)

0 ifx<aorx>b,

where
1 1

() () v
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()r/ exp (<) n

B(—o0) = 0, B(0) = +

3 D(+o0) =1, &(—2) =1—d(2), (5)

O(2) is the standard normal distribution function corresponding to the standard nor-

mal random variable

X—-m
o

, E(Z)=0,Var(Z)=1. (6)
The probability density function of the random variable Z has the form
f(z0,1) = f(2) = LeXp (—tQ> ,z € (—00,400). (7)
Vor 2

Remark 1. A truncated probability distribution can be regarded as a conditional

probability distribution in the sense that if X has an unrestricted distribution with

probability density function f(z) then foop(z), as defined above, is the probability

density function which governs the behavior of X subject to the condition that X is

known to lie in [a, b].

Theorem 1. [2] Let X, be a random variable with a normal distribution truncated

to the left at X = a and to the right at X =b. Then

0.2

E(Xpep)=m — i [f(b;m,UQ) - f(a;m,UZ)] , (8)

where

flasm. o) = J(aim. %) omo= ——exp (; (* Um>2> NG

F(bsm,0%) = flaim, 02) [pop= —— exp (—1 (b_ m)2> : (10)

V2ro 2 o

Theorem 2. [2] Let X, be a random variable with a normal distribution truncated

to the left at X = a and to the right at X =b. Then

BE(X2_,)=m>+0*— % ((m—|— b)f(b;m,o?) — (m + a)f(b;m,aQ)) . (11)
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Corollary 1. [2] If X is a random variable with a normal distribution truncated

to the left at X = a and to the right at X = b, then

Var(Xqcp) = 02 + (22) (f(b;m,0?) — f(a;7n,<72))2 + (12)

+ 2 ((m=b)f(bsm,0?) = (m = a) f(aim. 0?)).. (13)

Corollary 2. [1] For the random variables Xq, X and X we have

lir_n fm_)b(.’L‘;m,O'Q) = fop(x;m, 02) = (14)
;. flesm,0?) if 2<b
o b—m
1) )
0 if x> b,
blirll facp(zym, 0?) = for (z;m,0%) = (16)
1
: ) >
. - fleym,o?) ifx>a
e (Y (17)
0 if x <a,
and
lim  foep(z;m,0%) = f(a;m,0°) = (18)
b~>+oo’

- L 1(“’”’”)2 if z €R (19)
B 2no P 2 o ! ’

where f_y(x;m, 0?) is the probability density function when X .y, has a normal distri-
bution truncated to the right at X = b; fo.(x;m, 0?) is the probability density function
when X, has a normal distribution truncated to the left at X = a and f(z;m,o?)

1s the probability density function when X has an ordinary normal distribution.
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Corollary 3. [1] For the random variables Xq—, X_p and X we have

E(Xa<—) = bl}gloo E(Xa<—>b) = (20)
o2

=m+ W]‘(a;m,ﬁ), (21)
E(Xop) = lim E(Xqep) = (22)

o? 9
zm—q)(b%)f(b;m,a ), (23)

and
E(X)= lim E(X._p)= (24)
B too

=m (25)

Corollary 4. [1] For the random variables X,—, X_p and X we have

Var(Xq—) = , ligl Var(Xqop) = (26)
o ) Pamo®)  o*m—a)f(aim,o?) 2
(1-(=52))° L-o(egm)
Var(X_p) = Elr_nOo Var(Xgqes) = (28)
2 (02 PP, 0®) | o®(m—b)f(bm,0?)
) T (=T
and
Var(X) = lim Var(X,.;) = o> (30)
P

Let consider the case: m—an unknown parameter, 02 —a known parameter.
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Theorem 3. [2] If the random variable X,y has a bilateral truncated normal dis-
tribution, that is, its probability distribution has the form (2), then the Fisher’s in-
formation measure, about the unknown parameter m, has the following form

b

2
N e e B N

i _ [f(b§ m, 0’2) — f(a;m,JQ)]Q
o V2mo A2
(m =) f(bm. 0*) = (m — ) f(am.
' 2A )
o

(32)

where f(a;m,o?) and f(b;m,0?) are given in (9) and (10).
Corollary 5. If a = m—o, b = m+o, then the Fisher’s information measure, relative
to the unknown parameter m, has the following value

1 1
I = (1- - ’ 33
Xon—o o (110) P ( 0,341\/%) o

moreover, we obtain the inequality

Ix m) < Ix(m). (34)

m—o—m-4o (

Corollary 6. (Invariance of the Fisher information - the first form) If we consider
values a = m, b =m+oc ora = m—o, b = m, then the Fisher’s information measures,

relative to the unknown parameter m, has the same value, namely

B 1 (a-ver 1
Ixpio(m) =Ix,, .. (m)= 2 {1 ((%.0,341)2 + %.0@41) } 7
(35)

moreover, we have the following inequality

Ixpcmio (M) = Ix, . (M) < Ix(m). (36)
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Corollary 7. If a = m — ko, b = m + ko, k € N*| then the Fisher’s information

measure, relative to the unknown parameter m, can be written like

1 2k
It mino (M) = —5 1 = , ke N, 37
Xm—k +k ( ) 0_2{ W(zq)(k)_l)} ( )

moreover, we obtain the inequality

1
m)<;:1}((m)7 k e N*. (38)

Ix

m—ko—m+ko (

Remark 2. In the particular case k = 3 we obtain a bilateral truncated random
variable X ko om+ko and the Fisher’s information measure, relative to the unknown

parameter m, can be written like

I (m) = = |1 ! (39)
m)=—|1— — |,
Xm—30cm+30 o2 \/%64.0, 166
moreover, we obtain the inequality
1
I o imian (M) < — = Ix(m). (40)

o2
Corollary 8. For the random variables X, , X ., and X the Fisher’s information

measures have the following forms

Ix,(m) = tim I, (m) = (41)
:%_ (m—a)f(aczfiuj) B -fg(a;:%_,i? 7 (42)
w(i-o() (e (=)
Ix_,(m)= lm_Ix,_,(m)= (43)
:% (m—b)f(lifsl,az)_ fQ(b;ﬂzi)7 (44)
() e ()
and

Ix(m) = Jim_Tx, ,(m)= 5. (45)

b——+o0
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Corollary 9. If b = m, then from (5) we obtain ® (0) = % and from (44) it results
the inequality
1 2 1

Corollary 10. Ifb=m — o, then from (5) we obtain
D(—1) =1—&(1) = 0,159, (47)

and from (44), the following relations

1 1 L
Ix o (m) = — (1 + V2red (—1) (V2med (—1))2> 7 w

moreover, the inequalities

Ix (m) < Ix(m) < IXHmfg(m). (49)

—m

Corollary 11. If b =m + o, we have the following relations

1 1 1
IXAVm a(m) = 3 1 - + ) (50)
! a? { <\/27T6<1> 1) (VZred (1))2>}
moreover, the inequalities
Ix_ o (M) <Ix_,(m) <Ix(m)<Ix_,_, (m). (51)

Proof. From (44), it results the equality (50) which imply the inequality

1 1 1 1
Ixpia(m) = — {1 - (Wé(l) + (%@(1))2» < — =Ix(m).  (52)

Then, from (49) and (52) it results the inequalities

Ix (m) < Ix(m) < Ixﬁm_o (m) (53)

—m+o

Now, from (46), the inequality (51) is reduced to the following inequality

Ix_ ... (m)<I_n(m). (54)
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Using the relations (46) and (50), we observe that this last inequality is equivalent to

the inequalities

1 1 2 2
Vared (1) | (Vamea (1)) Vemed(1) 7

or to the inequality

T < V2med (1).

This last inequality results using the approximations: 7 &~ 3,14, e = 2,72, ®(1) =
0, 841. O

Corollary 12. If a =m, then from (5) we obtain ® (0) = 5 and from (42) it results

the inequality
1 2 1
IX"LH (m) = ; (1 — ) < — = Ix(m) (55)

Corollary 13. Ifa =m — o, then from (5) we obtain
1—®(—1) = B(1) = 0,841, (56)

and from (42) it results the equality

1 1 1
moreover, the inequality
[meaH (m) < Ix(m) (58)

Corollary 14. If a = m+ o, then from (5) we obtain ®(—1) = 0,159, and from (42)

it results the equality

1 1 !
Ixpio (M) = — {1 * (m(p (-1 (V2red (—1))2> } ’ )

moreover, the inequalities

IX (m) < Im(f(m) < Ix(m) < IXm+d_(m) (60)

m—o«—

74



ON THE INVARIANCE PROPERTY OF THE FISHER INFORMATION (I)

Proof. From the relation (42), we obtain the equality (59) which imply the inequality

1 1 1 1
Iy, (m) == {1+ - > — = Ix(m). (61)
! o? { <v27r6‘1> (-1 (V2red (—1))2> } o
From (58) and (61) it results the inequalities
Ix, o (m) <Ix(m) <Ix,.,. (m). (62)

Now, regarding the inequalities (55) and (62), we observe that the inequality (60) is
reduced to the inequality

Ix, .. (m)<Ix,_(m). (63)

By the relations (55) and (57), we observe that this last inequality is equivalent to
the inequality

1 1 1 1 2
o {1‘ (%@m " w%m»?)} <= (-2),

or to the inequalities

1 1 2 2
Vared (1) | (Vamew (1)) V2red(1) 7

The last inequality is equivalent to the inequality v/2me® (1) < (\/ 2med (1))2 which

imply the inequality
T < V2med(1). (64)

Using the approximations: 7 & 3,14, e &~ 2,72 and ®(1) = 0, 841, the last inequality

is true, because
V2red (1) ~ /2 x 3,14 x 2,72.0,841 ~ 4,13.0, 841 ~ 3, 475.
O

The invariance of Fisher’s information is ilustrated in the following corollaries.
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Corollary 15. (the second form)

IXﬂera (m) = IXfoo«—»era (m) =

1 1 1
" {1_ (W@m ’ wm(nf)}

=Ix,_,_(m) =Ix,_,ctec(m).
Proof. Using the relations (50) and (57), the proof is obviously.
Corollary 16. (the third form)

Ix_, ,m)=1Ix___, ,(m)=

1 1 1
S o2 (1 T amew (-1) (V2re® (—1))°

Proof. Using the relations (48) and (59), the proof is obviously.

Corollary 17. (the fourth form)

Ix.(m)=Ix_ . (m)= (1 - ) Iy, (m)=TIx,_._.

Proof. Using the relations (46) and (55), the proof is obviously.
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