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MINIMUM VALUE OF A MATRIX NORM WITH APPLICATIONS
TO MAXIMUM PRINCIPLES FOR SECOND ORDER ELLIPTIC

SYSTEMS

CRISTIAN CHIFU-OROS

Abstract. The purpose of this paper is to use an estimation of minimum
value of a matrix norm to improve some results given by I.A.Rus in 1969,
1973, and A.S. Muresan in 1975.

1. Introduction

Let us consider the following operator:

Lu :=
m∑

i,j=1

Aij
∂2u

∂xi∂xj
+

m∑
i=1

Ai
∂u

∂xi
+ A0u,

where Aij , Ai, A0 ∈ C(Ω,Mn(R)) and Ω ⊂ Rm is a bounded domain.

Let us also consider the following systems:

Lu = 0, (1)

Lu = f, (2)

where f ∈ C(Ω, Rn).
There are some maximum principles for the solutions of (1) (see for example

[2], [5] and [8]).
In [5] the following principle is given:

Theorem 1. Suppose that:

1. the system (1) is strongly elliptic,

2. e∗Le < 0, for each e ∈ C2(Ω, Rn), with ‖e‖ :=
(

n∑
i=1

e2
i

)1/2

= 1.

If u ∈ C2(Ω, Rn)∩C(Ω, Rn) is a solution of (1), then ‖u‖ :=
(

n∑
i=1

u2
i

)1/2

attains his

maximum value on ∂Ω.
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The aim of this paper is to find conditions which imply condition 2 of Theorem
1. This will be done in section 2 of this paper. In section 3 we shall try to improve
some estimations for the norm of solution of system (2), estimations given in [4]
and [6].

Let A ∈ Mn(R), J the Jordan normal form of A. We know that there exist a
nonsingular matrix T such that A = TJT−1.
We will denote:

α̃ =


1
n

s∑
k=1

nkλk, λk ∈ R

1
n

s∑
k=1

nk Reλk, λk ∈ C\R

γF = ‖T‖F ·
∥∥T−1

∥∥
F

mF = ‖J − α̃I‖F

where λk are the eigenvalues of A, nk is the number of λk which appears in Jordan
blocks (generated by λk) and ‖·‖F is the euclidean norm of a matrix (see [1]).

We shall use the following result given in [1]:

Theorem 2. Let ϕ‖·‖ : R → R, ϕ‖·‖(α) = ‖A− αIn‖ , ‖·‖ being one of the following
norms: ‖·‖F , ‖·‖1, ‖·‖2, ‖·‖∞. In these conditions:

ϕ‖·‖(α̃) ≤
√

nγF mF .

Remark 1. In case of euclidean norm ‖·‖F and spectral norm ‖·‖2 we have that
ϕ‖·‖(α̃) ≤ γF mF (see [1]). Because n ≥ 2, if mF 6= 0, then:

ϕ‖·‖(α̃) <
√

nγF mF .

2. Main result for the solution of system (1)

In this section we shall give conditions under which condition 2 of Theorem
1 holds in case Aij = aijIn, aij ∈ C(Ω). Suppose that there exist δ > 0 such that:

m∑
i,j=1

aijξiξj ≥ δ2 ‖ξ‖2
, ξ ∈ Rn. (3)

Theorem 3. Suppose that (3) holds and:

ξ∗A0(x)ξ ≤ − 1
4δ2

n ‖ξ‖2
m∑

i=1

(γi
F mi

F )2,∀ξ ∈ Rn,∀x ∈ Ω. (4)

If u ∈ C2(Ω, Rn) ∩ C(Ω, Rn), u 6= 0, is a solution of (1), then ‖u‖ :=
(

n∑
k=1

u2
k

)1/2

attains his maximum value on ∂Ω.

Proof. Our result is based on the following remark which appears in [5]:
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If, for each x ∈ Ω, there exist α̃i(x) ∈ R, i = 1,m, such that:

ξ∗


−a11In −a12In . . . −a1mIn 0
−a21In −a22In . . . −a2mIn 0

. . . . . . . . . . . . . . .

−am1In −am2In . . . −ammIn 0
A1(x)− α̃1(x)In A2(x)− α̃2(x)In . . . Am(x)− α̃m(x)In A0(x)

 ξ < 0,

(5)
for all ξ ∈ R(m+1)n, ξ 6= 0,∀x ∈ Ω then condition 2 of Theorem 1 holds.

So, it is enough to show that (4) implies (5).
Now it’s easy to see that if, for each x ∈ Ω, there exist εi(x) > 0 and

α̃i(x) ∈ R, such that

‖Ai(x)− α̃i(x)In‖ < 2εi(x), i = 1,m, (6)

ξ∗A0(x)ξ ≤ − 1
δ2
‖ξ‖2

m∑
i=1

ε2
i (x),∀ξ ∈ Rn, (7)

then (5) holds.
For simplicity we shall prove this in case m = n = 2.

We have:

ξ∗

 −a11I2 −a12I2 0
−a21I2 −a22I2 0
A1(x)− α̃1(x)I2 A2(x)− α̃2(x)I2 A0(x)

 ξ ≤ −δ2(ξ2
1 + ξ2

3)−

−δ2(ξ2
2 + ξ2

4) + δ2(ξ2
1 + ξ2

2 + ξ2
3 + ξ2

4) +
1

4δ2
‖ξ′‖2 ‖A1(x)− α̃1(x)I2‖2 +

+
1

4δ2
‖ξ′‖2 ‖A2(x)− α̃2(x)I2‖2 + ξ′∗A0(x)ξ′ <

<
ε2
1(x) + ε2

2(x)
δ2

‖ξ′‖2 − ε2
1(x) + ε2

2(x)
δ2

‖ξ′‖2 = 0,

where ξ = (ξ1, ξ2, ξ3, ξ4, ξ5, ξ6) ∈ R6, ξ 6= 0, ξ′ = (ξ5, ξ6) ∈ R2, ξ′ 6= 0.
Now, according to Theorem 2 and Remark 1 we have that if mi

F 6= 0, i = 1,m,
then for each x ∈ Ω, there exist α̃i(x) ∈ R such that ‖Ai(x)− α̃i(x)In‖ <

√
nγi

F mi
F .

So choosing εi(x) = 1
2

√
nγi

F mi
F , the proof is done.

Remark 2. If mi
F = 0, i = 1,m, then the conclusion of Theorem 3 holds if

ξ∗A0(x)ξ < 0,∀ξ ∈ Rn, ξ 6= 0, x ∈ Ω

Example 1. Let us consider the system (1) in case m = n = 2 with A1 =

A2 =
(

a1 a2

a3 a1

)
. We suppose that a2, a3 > 0. In this case we shall have:

α̃1 = α̃2 = a1, γA1
F = γA2

F = a2+a3√
a2a3

,mA1
F = mA2

F =
√

2a2a3, A1 − a1I2 = A2 − a1I2 =(
0 a2

a3 0

)
, ε1 = ε2 = a2 + a3.

The condition (4) becomes:

ξ∗A0(x)ξ ≤ − 2
δ2

(a2 + a3)2 ‖ξ‖2
, ξ ∈ R2, x ∈ Ω. (8)
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If (3) and (8) holds, then we have:

ξ∗

 −a11I2 −a12I2 0
−a21I2 −a22I2 0
A1 − a1I2 A2 − a2I2 A0(x)

 ξ ≤ 1
4δ2

‖ξ′‖2 (a2
2 + a2

3)+

+
1

4δ2
‖ξ′‖2 (a2

2 + a2
3)−

2
δ2

(a2 + a3)2 ‖ξ′‖
2 =

1
4δ2

[
a2
2 + a2

3 − 4(a2 + a3)2
]
‖ξ′‖2

< 0,

where ξ = (ξ1, ξ2, ξ3, ξ4, ξ5, ξ6) ∈ R6, ξ 6= 0, ξ′ = (ξ5, ξ6) ∈ R2, ξ′ 6= 0.

So, if (3) and (8) holds then, if u ∈ C2(Ω, R2)∩C(Ω, R2), u 6= 0, is a solution

of (1) in case m = n = 2, with A1 = A2 =
(

a1 a2

a3 a1

)
, a2, a3 > 0, then ‖u‖ attains

his maximum value on ∂Ω.

3. Estimations for the solution of system (2)

In this section we shall try to improve some estimation for the norm of the
solution of system (2), estimations given in [4] and [6]. For other estimations see [3]
and [8].

Theorem 4. ([4],[6]): Suppose that:

1. the system (2) is strongly elliptic,
2. e∗Le ≤ −p2, for each e ∈ C2(Ω, Rn), with ‖e‖ = 1, p ∈ R∗.

If u ∈ C2(Ω, Rn) ∩ C(Ω, Rn) is a solution of (2), then:

|u(x)| ≤ max
{

max
x∈∂Ω

|u(x)| , 1
p2

max
x∈Ω

|f(x)|
}

, x ∈ Ω.

As in section 2, we shall try to find conditions under which condition 2 of
Theorem 4 holds. In this way we shall be able to find a value of p.

In case m=1, system (2) becomes:

Ly :=
d2y

dx2
+ B(x)

dy

dx
+ C(x)y = f(x), (9)

where B,C ∈ C([a, b],Mn(R)), f ∈ C([a, b], Rn).
If mF 6= 0, then we have the following result:

Theorem 5. Suppose that:

e∗C(x)e ≤ −1
4
n(γF mF )2, (10)

∀e ∈ C2([a,b],Rn),‖e‖ = 1,∀x ∈]a, b[.
If y ∈ C2([a, b], Rn), y 6= 0, is a solution of (9), then:

|y(x)| ≤ max

|y(a)| , |y(b)| , 4

nγ2
F m2

F −
∥∥∥B(x)− β̃(x)In

∥∥∥2 max
x∈[a,b]

|f(x)|

 , x ∈ [a, b] .
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Proof. According to Theorem 2 and Remark 1 we have that, for each x ∈]a, b[, there
exist β̃(x) ∈ R such that

∥∥∥B(x)− β̃(x)In

∥∥∥ <
√

nγF mF .

We have:
e∗Le = −‖e′‖2 + e∗B(x)e′ + e∗C(x)e = −‖e′‖2 + e∗

(
B(x)− β̃(x)In

)
e′ + e∗C(x)e ≤

−‖e′‖2 +
∥∥∥B(x)− β̃(x)In

∥∥∥ ‖e′‖ + e∗C(x)e ≤ 1
4

∥∥∥B(x)− β̃(x)In

∥∥∥2

+ e∗C(x)e ≤

1
4

∥∥∥B(x)− β̃(x)In

∥∥∥2

− 1
4n(γF mF )2 = −p2(x) < 0.

So e∗Le ≤ −p2 and hence and from Theorem 4, Theorem 5 is proved.

Remark 3. In case that mF = 0, if there exist p 6= 0 such that e∗C(x)e ≤ −p2,∀x ∈
]a, b[ , then the conclusion becomes:

|y(x)| ≤ max
{
|y(a)| , |y(b)| , 1

p2
max

x∈[a,b]
|f(x)|

}
, x ∈ [a, b] .

Example 2. Let us consider the system (9) with B =
(

a1 a2

a3 a1

)
and a2, a3 > 0. In this case we shall have:

β̃ = a1, γF = a2+a3√
a2a3

,mF =
√

2a2a3 , and B − β̃I2 =
(

0 a2

a3 0

)
. The relation (10),

becomes:
e∗C(x)e ≤ −(a2 + a3)2, x ∈ ]a, b[ . (11)

If (11) holds and y ∈ C2([a, b], R2) is a solution of (9), then:

|y(x)| ≤ max
{
|y(a)| , |y(b)| , 4

3a2
2 + 8a2a3 + 3a2

3

max
x∈[a,b]

|f(x)|
}

, x ∈ [a, b].

In case m = 2, Aij = In, we shall consider the system:

Lu :=
∂2u

∂x2
+

∂2u

∂y2
+ A(x, y)

∂u

∂x
+ B(x, y)

∂u

∂y
+ C(x, y)u = f(x, y), (12)

where A,B,C ∈ C(Ω,Mn(R)), f ∈ C(Ω, Rn) and Ω ⊆ R2 is a bounded domain.
If mA

F 6= 0, mB
F 6= 0, then we have the following result:

Theorem 6. Suppose that:

e∗C(x, y)e ≤ −1
4
n

[(
γA

F mA
F

)2
+

(
γB

F mB
F

)2
]
, (13)

∀e ∈ C2(Ω, Rn),‖e‖ = 1,∀(x, y) ∈ Ω.
If u ∈ C2(Ω, Rn) ∩ C(Ω, Rn), u 6= 0, is a solution of (12), then:

|u(x, y)| ≤ max

{
max

(x,y)∈∂Ω
|u(x, y)| , 4

p2(x, y)
max

(x,y)∈Ω
|f(x, y)|

}
, (x, y) ∈ Ω,

where

p2(x, y) = n
(
γA

F mA
F

)2
+n

(
γB

F mB
F

)2−‖A(x, y)− α̃(x, y)In‖2−
∥∥∥B(x, y)− β̃(x, y)In

∥∥∥2

.
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Proof. According to Theorem 2 and Remark 1, if mA
F 6= 0,mB

F 6= 0, for each (x, y) ∈ Ω,
there exist α̃(x, y), β̃(x, y) ∈ R such that:

‖A(x, y)− α̃(x, y)In‖ <
√

nγA
F mA

F∥∥∥B(x, y)− β̃(x, y)In

∥∥∥ <
√

nγB
F mB

F

We have:

e∗Le = −‖e′x‖
2 −

∥∥e′y
∥∥2 + e∗(A(x, y)− α̃(x, y)In)e′x + e∗(B(x, y)− β̃(x, y)In)e′y+

+e∗C(x, y)e ≤ 1
4
‖A(x, y)− α̃(x, y)In‖2 +

1
4

∥∥∥B(x, y)− β̃(x, y)In

∥∥∥2

+ e∗C(x, y)e ≤

≤ 1
4

[
‖A(x, y)− α̃(x, y)In‖2 +

∥∥∥B(x, y)− β̃(x, y)In

∥∥∥2

− n
(
γA

F mA
F

)2 − n
(
γB

F mB
F

)2
]
=

= −p2(x, y) < 0.

So e∗Le ≤ −p2 and hence and from Theorem 4, Theorem 6 is proved.

Remark 4. In case that mA
F = 0,mB

F 6= 0, if e∗C(x, y)e ≤ − 1
4n

(
γB

F mB
F

)2
, then the

conclusion holds with p2(x, y) = n
(
γB

F mB
F

)2 −
∥∥∥B(x, y)− β̃(x, y)In

∥∥∥2

.

Example 3. Let us consider the system (12) with A = B =
(

a1 a2

a3 a1

)
. We suppose

that a2, a3 > 0. In this case we shall have: α̃ = β̃ = a1, γA
F = γB

F = a2+a3√
a2a3

,

mA
F = mB

F =
√

2a2a3 , A− α̃I2 = B − β̃I2 =
(

0 a2

a3 0

)
.

e∗C(x, y)e ≤ −2(a2 + a3)2, (14)

e∗Le ≤ a2
2 + a2

3

2
− 2(a2 + a3)2 < 0.

If (14) holds and u ∈ C2(Ω, R2) ∩ C(Ω, R2), u 6= 0, is a solution of (12), we have:

|u(x, y)| ≤ max

{
max

(x,y)∈∂Ω
|u(x, y)| , 2

3a2
2 + 8a2a3 + 3a2

3

max
(x,y)∈Ω

|f(x, y)|

}
, (x, y) ∈ Ω.

Let us consider now Aij = aijIn, aij ∈ C(Ω). System (2) becomes:

Lu :=
m∑

i,j=1

aij(x)In
∂2u

∂xi∂xj
+

m∑
i=1

Ai(x)
∂u

∂xi
+ A0(x)u = f(x), (15)

where Ai, A0 ∈ C(Ω,Mn(R)), f ∈ C(Ω, Rn).
If mi

F 6= 0, then we have the following result:

Theorem 7. Suppose (3) holds and:

e∗A0(x)e ≤ − 1
4δ2

n
m∑

i=1

(γi
F mi

F )2,∀e ∈ C2(Ω, Rn), ‖e‖ = 1,∀x ∈ Ω. (16)
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If u ∈ C2(Ω, Rn) ∩ C(Ω, Rn), u 6= 0, is a solution of (15), then:

|u(x)|≤max

max
x∈∂Ω

|u(x)| , 4δ2

n
m∑

i=1

(γi
F mi

F )2−
m∑

i=1

‖Ai(x)− α̃i(x)In‖2
max
x∈Ω

|f(x)|

, x∈Ω.

Remark 5. In case that mi
F = 0, if there exist p 6= 0 such that e∗A0(x)e ≤ −p2,

then:

|u(x)| ≤ max
{

max
x∈∂Ω

|u(x)| , 1
p2

max
x∈Ω

|f(x)|
}

, x ∈ Ω.
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