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MINIMUM VALUE OF A MATRIX NORM WITH APPLICATIONS
TO MAXIMUM PRINCIPLES FOR SECOND ORDER ELLIPTIC
SYSTEMS

CRISTIAN CHIFU-OROS

Abstract. The purpose of this paper is to use an estimation of minimum
value of a matrix norm to improve some results given by I.A.Rus in 1969,
1973, and A.S. Muresan in 1975.

1. Introduction

Let us consider the following operator:

m

Lu::Z ii 5y 8$J+ZA —|—A0u

ij=1
where A;j, A;, Ag € C(Q, M,,(R)) and  C R™ is a bounded domain.

Let us also consider the following systems:

Lu=0, (1)

where f € C(Q,R").

There are some maximum principles for the solutions of (1) (see for example
[2], [5] and [8]).

In [5] the following principle is given:
Theorem 1. Suppose that:

1. the system (1) is strongly elliptic,

n 1/2
2. e*Le <0, for each e € C?*(,R™), with |e| := (Z €; ) =1.

(2

1

Ifue C*(Q,R")NC(Q,R") is a solution of (1), then ||ul| := <Z u; ) attains his
i=1

mazimum value on OSQ.
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The aim of this paper is to find conditions which imply condition 2 of Theorem
1. This will be done in section 2 of this paper. In section 3 we shall try to improve
some estimations for the norm of solution of system (2), estimations given in [4]
and [6].

Let A € M,(R),J the Jordan normal form of A. We know that there exist a
nonsingular matrix 7" such that A = TJT 1.
We will denote:

% Z nk)\k,)\k eR
a = k§1
% ng Relg, \p € C\R
k=1
v = Tl 775
mp = |J—allp

where Ay are the eigenvalues of A, nj is the number of Ay which appears in Jordan
blocks (generated by ) and ||-||z is the euclidean norm of a matrix (see [1]).
We shall use the following result given in [1]:

Theorem 2. Let ¢ : R — R, ¢y (a) = [|[A —al,||, ||| being one of the following
norms: ||| g5 |I-ll1s II-llgs |llos- In these conditions:

@@ < Vnyrme.
Remark 1. In case of euclidean norm ||| and spectral norm |-||, we have that

@|l(@) < vrmp (see [1]). Because n > 2, if mp # 0, then:

@)1 (@) < vVnypmp.

2. Main result for the solution of system (1)

In this section we shall give conditions under which condition 2 of Theorem

1 holds in case A;; = a;;I,, a;; € C(2). Suppose that there exist 6 > 0 such that:

m

> aiiti&; > 8 ||¢)* € € R™ (3)

ij=1
Theorem 3. Suppose that (3) holds and:

1

& Ao(w)é < — 15

nfl€l* Y (vimis)?, vE € R, ¥ € Q. (4)
i=1
- n 1/2
If u € C?(Q,R™) N C(Q,R"),u # 0, is a solution of (1), then ||ul| := (Z ui)
attains his mazimum value on 0S).
Proof. Our result is based on the following remark which appears in [5]:
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If, for each = € €, there exist @;(x) € R,i = 1,m, such that:

7&11]n 7&12]n ‘e *almIn 0
—(121[,1 _a22.[n ‘e —angn 0
' £<0,
—ami1ly, —amal, .. —UmmIn 0
Ai(z) —ar(x)I, As(x) —ax(z)l, ... An(z)—am(@), Ao(x)

(5)
for all £ € R(™+Dn ¢ £ 0 Vo € Q then condition 2 of Theorem 1 holds.
So, it is enough to show that (4) implies (5).
Now it’s easy to see that if, for each z € Q, there exist ;(x) > 0 and
a;(z) € R, such that

|A:(x) — a; ()| < 2ei(x),i=1,m, (6)

£ Ag(z)€ <—f||€|| Ze ), V€ € R, (7)

then (5) holds.
For simplicity we shall prove this in case m =n = 2.
We have:
—ay1l> —ai2l> 0
&l —anl —agl> 0 E<=64(&+&)-
Ai(z) —ai(z)lz Ax(z) — 572(33)12 Ao ()

~6%(& +€3) +52(£1 +&+E+ &) +t 152 Hf I [[41(2) — @1 (@) |* +

452 I€'11° 1| Az (x )*@(w)fz\l + &7 Ay ()¢ <

< O A oy AR oz

where 5 = (5176%53754755756) € R67£ 7& 055/ - (55756) € RQagl 7é 0.

Now, according to Theorem 2 and Remark 1 we have that if m%, # 0,7 = 1,m,
then for each x € Q, there exist a;(x) € R such that ||A;(x) — a;(z) .| < v/nyhmi.
So choosing &;(x) = %\/ﬁv%m%, the proof is done.

Remark 2. If m% = 0,i = 1,m, then the conclusion of Theorem 3 holds if

£ Ap(2)€ <0,V§ ER™,{ # 0,2 €Q
Example 1. Let us consider the system (1) in case m = n = 2 with A =

Ay = ( @ a2 ) We suppose that as,az > 0. In this case we shall have:
az ai
&1 = &2 = aq, ")/?1 = ?2 = % m?l mF = \/2(120,3,141 — a112 A2 — a1]2 =
< 0 a2 )
,E1 = €2 = ag + as.
as 0
The condition (4) becomes:

€ Ao(2) < — 5 (az + ) [€]° € € B € ®)

0
11
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If (3) and (8) holds, then we have:

—ai1ls —ai2l> 0 1 ,
| —aalz —ag21> 0 §< 152 €17 (a3 + a3)+
A1 — a1]2 A2 —GQIQ A()(x)
i/22 2_3 2/2_L2 2_y 2 s
+52 €117 (@2 + a3) — 5 (a2 + as)* I€]” = 5 [03 + a5 — 4(az + a3)°] IE']]” < 0,

where § = (£1,€2, 83,61, 65.66) € R%,§ #0,&" = (&5,&) € R®, &' # 0.
So, if (3) and (8) holds then, if u € C*(Q,R?)NC(Q,R?),u # 0, is a solution

ap a2

of (1) in case m =n = 2, with A1 = Ag = ( ) ,az,a3 > 0, then ||u| attains

az ai
his mazimum value on OS).

3. Estimations for the solution of system (2)

In this section we shall try to improve some estimation for the norm of the
solution of system (2), estimations given in [4] and [6]. For other estimations see [3]
and [8].

Theorem 4. ([4],[6]): Suppose that:

1. the system (2) is strongly elliptic,

2. e*Le < —p?, for each e € C?(Q,R"), with ||e|| = 1,p € R*.
Ifu € C2(Q,R") N C(Q,R"™) is a solution of (2), then:

1 _
< — Q.
ute)] < max { e (o) o] @) o €
As in section 2, we shall try to find conditions under which condition 2 of
Theorem 4 holds. In this way we shall be able to find a value of p.
In case m=1, system (2) becomes:
d*y dy
Ly .= — + B(z)— =
y= "L+ B@ Y+ Oy = 1) )

where B, C € C([a,b], M,(R)), f € C([a,b],R™).
If mp # 0, then we have the following result:

Theorem 5. Suppose that:
1
e’C(z)e < *Zn(’)’FmF)Qa (10)

Ve € C?([a,b]R"),|le|| = 1,Vx €]a, b].
If y € C?([a,b],R™),y # 0, is a solution of (9), then:

ly(@)| < max { Jy(a)] ly(d)] 1 ;

ngmi. — | B@) - B,

mas (@) o e o8],
z€la,b]
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Proof. According to Theorem 2 and Remark 1 we have that, for each z €a, b, there

exist F(z) € R such that HB(x) — B(a) L || < /rypmp.
We have:
e*Le = — ||¢'||* + e*B(z)e' + e*C(x)e = — ||¢/]|* + e* (B(x) - 6(x)[n> ¢ +e*O(z)e <

2
+ e*C(z)e <

—|¢'|* + || B@) - ).
~ 2
o HB(&L‘) — B(x)L,|| — in(ypmp)? = —p*(z) < 0.
So e*Le < —p? and hence and from Theorem 4, Theorem 5 is proved.
Remark 3. In case that mp = 0, if there exist p # 0 such that e*C(z)e < —p?,Va €
la,b[, then the conclusion becomes:

[l + e*Cla)e < 4 ||Blw) - Bl

o) < max{ly @] O max 7]} o € Lot

Example 2. Let us consider the system (9) with B = ( @ az )
az ay

and as,az > 0. In this case we shall have:

B=ai, vr = %,mp’ =+/2asa3 , and B 7512 = ( 23 %2 ) The relation (10),

becomes:

e*C(z)e < —(ag +az)?, = € a,b[. (11)
If (11) holds and y € C?([a, b], R?) is a solution of (9), then:
4
< b bl.
9] < max { () O g oo g 00 ) o €

In casem = 2, A;; = I,,, we shall consider the system:

?u  0*u ou ou
Lui= o5+ 5= + A(2,y) 5~ + B(z,y) o~ = 12
ui= gt e TA@Y G+ By + Ceyu=fly,  (12)

where A, B,C € C(Q, M,,(R)), f € C(Q,R") and Q C R? is a bounded domain.
If m# # 0, mE # 0, then we have the following result:

Theorem 6. Suppose that:
* 1 2 2
e Cla,yle < —gn | (vAm)” + (vFmE)’] (13)

Ve € C2(,R"),|le]| = 1,V(z,y) € Q.
Ifu e C*Q,R") NC(QR"),u #0, is a solution of (12), then:

4 _
u(x,y)| < max< max |u(x,y)|, 55— max x, ,(z,y) € Q,
jula, )| {W)Em| @) gy y>} (z,1)

where
2

PA(@.) = n (vEm) +n (vEmE) = A(w,y) - (@)Ll | Bl y) - B,y

13
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Proof. According to Theorem 2 and Remark 1, if m# # 0, m2 # 0, for each (z,y) € Q,
there exist a(z,y), 8(x,y) € R such that:

1A, y) — a2, y)Iall < Varpmp

|BG.y) - B,

We have:

* 2 * -~ * Py
e*Le = — ||ef7c||2 — He;H +e"(A(z,y) — a(x,y)L,)el, + e (B(z,y) — ﬁ(x,y)[n)e;—i—

1 ~ 1 ~
+e"Cla,y)e < | A(e,y) - Gl )Ll + 7 | Bla.y) - Byl

(z,y)e <

< 1 |14y — a1l + By~ B

o)’ = (i)’ -

= —p?(x,y) < 0.

So e*Le < —p? and hence and from Theorem 4, Theorem 6 is proved.
Remark 4. In case that mp = 0,mE # 0, if e*C(z,y)e < —1in (’yFmF) then the
conclusion holds with p(x,y) =n (’ygmg)Q — HB(I,y) - 5(I,y) n

Example 3. Let us consider the system (12) with A = B = ( Z; Z? ) . We suppose
that ag,as > 0. In this case we shall have: a = B = a, q/? =+E = %,
m#A =mB = \/azas , A—al, = B — I, = ( 23 %2 )
e*C(x,y)e < —2(as + az)?, (14)
e*Le < M —2(ag +a3)? < 0.

If (14) holds and u € C%(Q,R?) N C(Q,R?),u # 0, is a solution of (12), we have:

2 —
u(x,y)| < ma max |u(z, ma; x ,(z,y) € Q.
u(z, y)| < X{(w)exml (=), 302 1 Sagas + 322 y)gﬂlf( y)} (z,y)
Let us consider now A;; = aijIn, ai; € C(Q). System (2) becomes:
Lui= ) aij(x)] +ZA o + Aoz = f(x), (15)
ij=1

where A;, Ag € C(Q, M,,(R)), f € C(Q,R").
If m%, # 0, then we have the following result:

Theorem 7. Suppose (3) holds and:

1 N
e*Ap(x)e < — E (vimi)? Ve € C?(Q,R™), |le]| = 1,Vz € Q. (16)
1

152" -

14
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Ifue C*(QRY) NC(QR™),u+#0, is a solution of (15), then:

442 _
|u(z)| <max m%§|u(:ﬂ)|, d max | f(x)] p, €.

TE m i i 2, ~ 2
n ;(VFWF)Q— Z:l |4s(2) = @i() L))" <2

Remark 5. In case that m% = 0, if there exist p # 0 such that e*Ag(z)e < —p?,
then:

1 _
< — .
ute)] < mx { e fu(o)]  max £ (@) } o €
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