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A NOTE ON STATE ESTIMATION FROM DOUBLY STOCHASTIC
POINT PROCESS OBSERVATION

DANG PHUOC HUY AND TRAN JUNG THAO

0. Introduction

In this note we study a state estimation of a Markovian semimartingale from
a doubly stochastic point process observation.

All stochastic processes below are supposed to be defined on a filtered prob-
ability space (Q, F, (Fi)t>0, P) where (F;) is a filtration satisfying usual conditions.

Consider a state estimation problem where the signal process is a real-valued

continuous semimartingale X that is also a Markov process given by
t
Xt :X0+/ H‘gdS+Bt, t€R+, (01)
0

where H; is a continuous process and B; is a standard Brownian motion, and the
observation is a doubly stochastic point process N; driven by X;: N, is a point
process of intensity Ay = A(X;) where A is a nonnegative boolean function.
Denote by Zj* the process exp(iuX;). We want to investigate the best state
estimation
m(2)') = BlZ|FN] (0.2)
where F}V is the natural filtration of the process N; i.e. F¥ = o(N,,s < t). In the

sequel the notation m;(...) stands for the conditional expectation given F}V.

1. A stochastic differential equation for the best state estimation of Z}

Theorem 1. m(Z}") satisfies the following equation:

t 2 t
m(2Zy) = E(Z) +iu/0 o (ZVH,)ds %/0 T(Z8)+

Jr/U /\;178[(25 = ms(Z")(As — ms(As))](dNs — m5(As)ds) (1.1)
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Proof. Applying the Ito formula to z}* = exp(iuX;) we have

t u2 t
Zv = 7Z¢ +/ (zuH - 2) ds +iu/ Z%dB,.
0 0

Z{ is in fact a semimartingale, and the filtering equation from point process

observation [2] applied to Z}":

Z,(Z") = E[ZY] + /Ot e [Zg (zuH - “22)] ds+

+ / AT (2PN — 7o Z0)ma (A [AN — (M),

T {12 — 7 (ZO]As — ms (M)} =
= T Z¢As = Z{ma(As) = To(Z)As + s (Z)ms(As)] =
= ms(Z§As) = ms[Zms(As)] — ms[ma(ZE)As] + s (Z ) s (Xs). (1.2)
It follows from
o[ Zims (V)] = BIZY B FD)|FY] =

= E(/\S|~7:£V)E(Zg‘fsN) = ms(As)ms(Z"),
and also from
Ts [WS(Z:)AS] = WS(Z:)T"S()‘S)

that it remains only the first and the second terms in the left hand side of (1.2) and

we have:
Ts(ZgAs) = ms(Z)ms(Ns) = s [(Z' — 7s(Z5))(As — s (As))]

and the equation (1.1) is thus completely proved.
Remark. In the multidimensional case, the signal process is a vector process
given by
Xy =XO+/tHSds+Bt
0

where X, H, B are multidimensional process. By Z} we denote now the process
exp(i(u, X)), where u = (uq,...,u,) € R", X; = (X},..., X[*) and (,) stands for the
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scalar product in R”. And the best state estimation for Z}* based on an observation

process that is a doubly stochastic point of intensity Ay = A(X}) is
m(Zy') = E[Z{|FY] = Elexpi(u, X¢)| 7). (1.3)

The stochastic differential equation for m(Z}*) is the same as (1.1) with Z} =
exp(u, Xy).

In the next Section, we will establish a connection between the characteristic
function of X; and the filter of Z}* and so we will see that the laws of the signal X,

can be completely determined by m(Z}").
2. Characteristic function of X;
Put

1
Pr(u) = Alzi:rilo EE[eXp(iuAXt) — 11X4] (2.1)

is the limit in the right hand side exists, where E[-|X;] is the conditional expectation
given X;.
Denote by ¢;(u) the characteristic function of X;:

oi(u) = Elexp(iuX,)] = E[Z}"].
We note that
orrat(u) = Elexp(iuXipae)] = Flexpiu(X; + AXy)] =
— Blexp(iuX; expiuAX;] =
= Elexp(iuX;E(expiulX|X;))]
Cirac(u) — pi(u) = B{(exp(iuX;) Elexp iuAX, — 1| X;]}

It follows that

o = iltr?OE (exp qut)EE[exp wAXy — 11Xy] ¢ -

We have now:

(2.2)
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Next, we denote by F7 _ the o-algebra generated by all Ny, s <t — ¢ for all
small € > 0. In noticing that by definition (2.1) v¥:(u) is conditioning to the random

variable y; so it is independent of 7 _ and we have:
E(Z{¢(w)] = E[E(Z{ ()| FY )] = Ble(u) B(ZFY,)).
Because of the left continuity of (F}¥) we have by letting ¢ — 0
B[ZYe(w)] = E[(u) B(Z|FY)] = Blve(u)m(Z}")]

then we have the following
Proposition 1. The law of the signal X; can be determined in term of
filtering by the following equation:

i (u)
ot

= E[(u)m(Zy)]
(2.3)

po(u) = E[Z]

We will see in next Section that X; can be recognized by filtering and the
process Hy.
3. An expression of the function v, (u)

The equation (1.1) can be rewritten as:

or
AX, = HAt + AB, (3.2)

where AX; = Xyyae — Xy, AB; = Byyar — By, By is a Brownian motion and since

EB;B; = min(t, s), we have
ElexpiulAX; — 1|1 X;] = expliuH (X;)At]Elexp iulA By | X;] — 1

It follows from the fact that AB,; is normally distributed with mean 0 and

covariance At
1
EliuAB;|Xy] = exp [—2u2At} .
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Hence,

o1 .
Yi(u) = AI%IEO EE[expzuAXt - 11X =

2
= exp <ith — u2>

be(u) = exp <¢th - “;) . (3.3)

A substitution of this expression of v, into (2.3) yields

or

Proposition 2.
i (u . u?
<,08ti ) =F { {exp <zth - 2)] wt(ZZ‘)}

po(u) = E[Zo]

(3.4)

4. A Bayes formula for the best state estimation of Z}'

We know that by a change of reference probability P — @ such that P, < Q;
for all restriction P; and Q¢ of P and @ respectively to (£2, F;), we have [1]

Eq[UsL+|Gi]
EplU|G]) = 5
PO = ", g
where U, is a real-valued bounded process adapted to Fy,G; is any sub o-field of
dP,
Fi: Gy C Frand Ly = in.

Now, for a doubly stochastic point process Y; of intensity A\; = A\(X;) we have

Li={ ] MXoAN, exp{/ot(lx\(Xs))dS}.

0<s<t
We note that under @ the process IV; is a Poisson process of intensity 1. And

we have
_ EQ[Zt“LtLTtN] _ EQ[Lt expiuXt|.7-'tN]
EqQ[L|FN] EqQ[Li| FN]

T (Z;")
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